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Bryan Sterba: Hi, my name is Bryan Sterba. I'm a partner at Lowenstein Sandler, and 

I've spent the last 18 months fielding questions from our clients on 
generative AI and evaluating intellectual property concerns in connection 
with its usage. 
 
In this new video series, “A-I Didn't Know That,” we'll be bringing 
together different attorneys from our various Lowenstein practices that 
touch on generative AI concerns. As businesses increasingly adopt AI 
technologies, it's crucial to understand the potential pitfalls and how to 
navigate them effectively.  
 
Generative AI—which includes tools like language models and image 
generators—has revolutionized how businesses operate, offering benefits 
like enhanced efficiency, improved customer interactions, and innovative 
solutions. But these advancements come with legal risks in a regulatory 
environment that has not yet adapted to address fundamental differences 
between generative AI and previous technological advancements.  
 
Here are a few of these risks that we’ll delve into more deeply throughout 
the video series: 
 

• There are currently multiple lawsuits against AI companies from 
artists, news sources, and other creators of intellectual property 
that may have been used to train and develop generative AI 
models. The plaintiffs to these lawsuits allege that unauthorized 
usage of their IP for these purposes constitute an infringement, 
and as such, downstream usage of generative AI by end users 
may also be infringing. 

• AI gives rise to concerns about confidentiality and data security. AI 
systems often require vast amounts of data to function effectively, 
and this data can include sensitive information, making it a prime 
target for cyber attacks. Ensuring robust data protection measures 
is essential to mitigating these risks. Companies must implement 
stringent security protocols and regularly update them in order to 
protect against potential breaches. They must also continually 
educate employees on best practices to follow for data security.  

• Another concern is accuracy and reliability. While generative AI 
can produce impressive results, it's not infallible. Errors in AI 
generated content can lead to misinformation, liability, and 
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damage to a company's reputation. So, companies must establish 
rigorous validation processes to ensure the accuracy of their AI 
outputs. Regular audits and human oversight are crucial to 
maintaining the reliability of AI generated content. 

• Finally, there are ethical and legal considerations. The use of 
generative AI often raises questions about intellectual property 
rights, privacy, and the potential for biased or discriminatory 
outputs. Companies must stay informed about evolving 
regulations and ensure compliance with legal standards. 

 
Working with a compliance lawyer to develop ethical guidelines for AI use 
and fostering a culture of responsibility can help mitigate these concerns. 
 
Thank you for watching. Join us next time on Lowenstein AI's “A-I Didn't 
Know That.” 

 

 

 

 

https://www.lowenstein.com/news-insights/videos/lowenstein-ai-a-i-didn-t-know-that?page=1&pageSize=25&practice=lowenstein-ai&sector=&author=&start=&end&pid=27072
https://www.lowenstein.com/news-insights/videos/lowenstein-ai-a-i-didn-t-know-that?page=1&pageSize=25&practice=lowenstein-ai&sector=&author=&start=&end&pid=27072

